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## I. INTRODUCTION

The design and normal operational mode of the Heavy Isotope Spectrometer Telescope (HIST) on board ISEE-3 are described in Refs. 1 and 2 ; the reader is assumed to be familiar with these. A readout logic failure on December 1. 1978, 109 days into the mission, resulted in the loss of half of the bits of data associated with each event subsequently observed. This report will describe how the deqraded data can be used to obtain information on the relative abundances of elements, and of isotopes of a given element, in various energy intervals.

The original evert data format for HTST is stomain Fig. 1; the bits lost due to the iuilure are incicater. The consequences of the failure which are relevant to this discussion ars the folloling:
(1) Loss of the 1st, 2nd, 5th, 6th, 9th and 10th most significant bits of the $12-b i t$ pulse height channel numbers, i.e. those bits corresponding to 2048, 1024, $128,64,8$ and 4 channels.
(2) Ioss of the two most significant bits from the 4-bit range number. This results in ambiguity between ranges 0,4 and 8 , between 1,5 and 9 , between 2 and 6 , and between 3 and 7 . But in most cases ranges 0 and 1 can stili be uniqueig identified, by the fact that fewer pulse heights are returned. for these events.
(3) Loss of certain bits from the matrix detector addresses, resulting in trajectory and angle ambiguities.
(4) Neither the low-Z (Z<3) bit nor the MH (multiple hodo) bit was affected by the failure.

Subsequent actions taken to optimize data return were:
(1) Deactivation of detectors D6, D7, and D8, to remove the remaining range ambiguities. Thus only ranges o through 4 are usable. (Range 5 data is returned, but mixed with range 6,7 , and 8 data.)
(2) Deactivation of the outer 4 strips on each side of the matrix detectors, to form a 16 \% 16 array. This was a compromise between reducing trajectory ambiguity and retaining as large a geometry factor as possible (about one-third of the original).

Since the low-Z bit was not lost, the problem of separating low-Z species (mainly protons and alpha particles) could be considered independentiy of all other species. The object was to determine, for each range
from 0 to 4 , over what energy intervals protons and alphas could be separated using the bits of pulse height data available. This report will describe the methods and algorithms used to extract this information; give examples of these methods applied to different situations using actual flight data; point out some instrument problems and anomalies uncovered in the course of this work; and describe how the methods developed here can be applied to the tasks of separating the high-z elements and separating the isotopes of a given element.

METHOD
The pulse height channel numbers for low-z species are never greater than about 110, so the 256 - and 512-bits, although still returned by the instrument, are not useful here. Also, the fluctuations in pulse heights due to angle variation, detector thickness variation, Landau fluctuations, etc., are on the order of afew channels, so the $1-$ and $\dot{\text { - }}$-bits are also of no use. This leaves only the 16- and 32-bits. For a given event, one can assign, for each pulse height returned, an integer from. 1 to 4 depending on the values of the $16-$ and 32-bits.

| 1 | $i f$ | $16-b i t$ and $32-b i t$ both off |
| :--- | :--- | :--- |
| 2 | $i f$ | $16-b i t$ on and $32-b i t$ off |
| 3 | $i f$ | $16-b i t$ off and $32-b i t$ on |
| 4 | $i f$ | $16-b i t$ and $32-b i t$ both on |

Thus each event in range o has associated with it a 2-digit combination (16 total possible); each range 1 event, a 3-digit combination ( O 4 possible) ; eachrange 2 event, a 4-digit combination (256 possible); and each range 3 or 4 event, a 5 -digit combination ( 1024 Fossible). By convention, the numbers in the n-digit combination are listed starting from the innermost (or stopping) detector (PHA1) outward.

A FOPTH program was written that would calculate the n-digit combination (hereafter referred to as a "bin") for each event, and count the number of events, meeting selected range, time and coincidence requirements, that fall intc selected bins. Using data obtained priur to the instrument failure, it was possible to determine the bins occupied by "Fnown" protons and alpha particles (as defined by a "bcx" drawn around the track on a crossplet of two pulse heights; see for example Fig. 5). In this way the relative numbers of protons, alphas and "others" in each of the selected bins were obtained. "others" includes both good events of other low-z species (mainly He-3) and also anomalous events with erroneous pulse heights corresponding to no identifiable species. Bins were grouped as "proton-rich" (more than oo \% protons) or "alpha-rich" (more than $90 \%$ alpha particies). Bins not dominated by protons or alphas, or with a statistically insignificant event count, were discarded. In each range, for the proton-rich bin group, the "purity" (proton events in the bin group divided by total events in the bingroup) and the "separated fraction" (proton events in the bingroup divided by total proton events in all bins) were calculated. Corresponding calculations were done for the alpha-rich bin group. These results are summarized for each range in Table I.

For example, in range 0 (Fig. 2), the M2 - M1 plane can be partitioned into the bins defined above, e.g. the bin is 23 when the $M 2$ channel number is in the range 16 32 and the M1 channel number is in the range 32 - 48 . The same bin can occur in more than one place on the plot; for instance, the bin is also 23 if M2 is in the
range 80 - 96 and/or if $M 1$ is in the range 96 - 112. From fig. 2 it can be seen that most frotons fall in bin 33, with a small三r mumber in bins such as 23 and 32 . Some alpha particles also fall in bin 33 , but the protons predominate so this bin would be classed as proton-rich. on the other hand, bin 11 contains only alpha particles and would be classed as alpha-rich.

In all ranges except range l, the pHAl vs. PHA2 plot was always the plot used to define the species under consideration for event counting, by means of the boxes surrounding the tracks. In range 1, the D1 vs. M1 (PHAl vs. phe3) plot was used instead, on account of complications introduced by the M2 pulse height anomaly (described in section III). In this range, plots of fHAl vs. FHAZ and PHA2 vs. PHAB were useful in conjunction with PHAl us. PHA3 for characterizing and explaining the anomaly, as well as for selecting which of the many bins needed to be considered for further analysis.

Data from the time period 1978:266:0000 to 1978:271:0540 (a large solar ilaye) was used to obtain good statistics for both types of particles. Figs. 2, $3,4,5$, and 6 are plots of this data for ranges $0,1,2$, 3 and 4 respectively. (The pulse heights are of course integers; in these and other scatter plots contained in this report, the pulse heights plotted for each event have been displaced from the integral values by small random variables in order to better defict the density of events.) All events having the MH bitequal to eero were included; no other coincidence requirements were imposed. The events were not screened for satisfying the reduced gecmetry factor, because the statistics are a factor of three better with the large geometry factor and test runs indicated that the two geometry factors produce only statistically insignificant differences in the distribution of events in the bins. In range 0 , the events were required to satisfy a reduced projected radius in detector D 1 . This was to eliminate particles with energies higher than range o which follow trajectories that miss $D 1$ and later detectors, thereby being recorded as range o events. Similarly, range 2 events were required to satisfy a reduced D3'radius. The dimensions and spacing of the detectors are such that these are the only two cases where such exceptional trajectories are possible.

The results obtained for each species, and for alpha particles especially, depend of course on the alphato-proton ratio of the data used in this analysis; the ratio can vary by orders of magnitude but is usually in the 1 - $10 \%$ range. It was about average ( 2 - $3 \%$ ) during the indicated time period, so the purity and separated fraction obtained here for alphaparticles should be considered typical. The bin groupings given in Table $I$ were mace allowing for the possibility of a different alpha-to-proton ratio, i.e. the birs insted as proton- or alpha-rich should remain so for any reisonable value of this ratio. Bins highly sensitive to the raさio were discarded.

The overall purity and separated fraction are also of course deperdert on the criterion used for the furity of the individual bins. one could, for instance, impose a stricter bin purity requirement (say 95 instead of $90 \%$ ) and enhance the overall "purity" of the species, at the experse of reducing the "separated fraction".

In ranges 0 and 1 , all of the available pulse heights were used to obtain the maximumpossible separation of protons and alphas. In ranges 2,3 and 4 , only the first two digits defining the bin were used and
the correct $2-d i g i t$ bin groupings could be read directly off a pHAl vs. PHA2 plot (Figs. 4, 5, 6) just as in range 0. Use of additional pulse heights could be carried out straightforwardly but was not aitempted here because relatively clean separation was achieved with just two pulse heights and because the number of possible bins increases by a factor of four for each new pulse height introduced. Moreover, the number of these bins which are occupied by a given species increases just as rapidiy when matrix detector pulse heights are
introduced. The matrix detector channel number(s) are often low, due to incomplete charge collection when particles pass between strips of the detector or at its edges. Hence the corresponding bin digit may have several possible valuas. With such a large number of bins, the available flight data is inadequate for a statistically meaningful analysis in these higher ranges, especially for alpha particles.

Completely aside from problems of separation, the usefulness of range 4 data in measuring absolute or relative proton fluxes is limited by the fact that in range 4 the number of observable protons begins to decine, as the energy loss in Ml and/or M2 m alls below those detectors' $300-\hbar e v$ threshold. Data from higher ranges would likeuise be useless for this purpose, even if the instrument were still capable of returningit. The range 4 alpha particle datacan of course still be used for other purposes, e.g. alpha particle energy spectrum calculations.

In ranges 0 and 1 , where both matrix detectors were used in the analysis, the boves surrounding each species track: were extended from the tracti itself down toward the threshold energy of the matrix detector(s) as far as possible (Figs. 2, 3), since the pulse heightsfor these detectors frequently fall below the main tractivalues for a given species, as noted above. This can be done less successfully in range 0 than in range 1 , on account of the M2 pulse height anomaly (see section III). The alpha particle boxes of course had to exclude the froton box, so some alphas, whose low matrix cetector fulse height (s) placed them in the proton region of the plot, had to be treated as protons. The number of such alphas is small compared to both the total rumber of protons and the total number of alphas in the given range, so the error introduced is negligible. mhe total number of alphas falling below the main track amounts to about $10 \%$ of all alphas in range, somewhat more in range 0 .

## In range 0 , if the $M H=0$ requirement is not

 imposed, proton events also extend uFuard from the main track; this is a rate-dependent effect, very prominent in the flare data (Fig.7) but absent from quiet-time data (Fig. 6). It is caused by the "pileup" of particles at detector Mi during high-fiux periods, i.e. low-energy particles stopping in M1 at the same time as genuine range 0 events pass through, thus adidng to the observed M1 energy loss of the latter. These would also have to be included with the on-tract protons, since although their number is always small compared to the on-track protons, it can be large compared to the number of below-track alphas in the sameregion. A large fraction of them are eliminated by requiring MH $=0$ (Fig. 2), since usually the low-energy particle and the real range o particle will trigger non-adjacent strips or groups of strips in Mi. This is the main reason for imposing the $M H=0$ condition on the data to be analyeed; any absolute flux calculations would of course have to be corrected for the events discarded by this requirement. Relative fluxes are unaffected since the rate of ofcurrence cf pileup is independeat of range and gecmetry fritor.Pileup events can also be seen in data from range 1 if M1 is one of the pulse heights plotted (figs. 3, $\mathrm{g}^{\text {) }}$.

If the usable bins listed in Table I are examined in
 most or all of the protons and alphaparticles in all energy intervals are identifiable, with the exception of the alphaparticles in the extreme lower-and/or upper-energy parts of some ranges (the upper-left and lower-right sections of the "track"). These are lost due to ambiguities with the main proton track or with "others". For these cases we can define a truncated energy interval of interest, corresponding to just the unambiguous central segment of the track, and calculate the purity, separated fraction and "efficiency" for a modified grouping of bins which omits those corresponding to the already-poorly-represented end (s) of the track. These results appear in Table II. The bingroups have also been modified by lowering the purity requirement for the individual bins from oo to $80 \%$ : By comparing the Table II purity figures with those in Table I, itcan be seen that this has a minor influence on the overall purity, while improvirg the coverace of the alpha track in some ranges. "Efficiency" is the total number of events in the bin group divided by the total number of events of the given species in all bins; thus "efficiency" is "separated fraction" divided by "purity", where "all bins" in these definitions now refers only to the bins comprising the usable energy interval.

Fig 10 shows energy spectra averaged over the time period 1978:266:0000 to 1978:271:0540 for both protors and alpha particles, ohtained by counting the number of identifiabie low-t particles in eachrange. The spectra are based on the results in Table II and each has been calculated in two ways: (1) using the original large geometry factor and nominal resolution of the instrument Frior to the failure (the "HIST-I" mode) and (2) using the smaller geometry factor, reduced efficiencies and truncated energy intervals for alphas in some ranges which result from pulse height ambiguities in the degraded ("HIST-II") mode. The geometry factors were obtained from Ref. 5, or in the cases where reduced detector radii were used̀, from Ref. 6 .

Figg 11 is a plot of the ratio of the HIST-II flux to the HIST-I flux for eachrange and species. In the cases where the energy interval is different for the two fluses, the ratio has been corrected for the energy spectrum obtained in fig. 10 (a power law with spectral index of -2.2 for both species, although the coryection is relatively insensitive to the exact spectral index used). There appear to be some systematic differences between the two methods of measuring the spectra. Averaged over energy, the HIST IIMI ratio is ( $2 . \dot{i}+1-$ $0.5) \%$ low for protons and ( $0.4+1-3.3$ ) \% low for alpha particles; the values in the individual ranges indicate the presence of systematic errors of as much as $5 \%$ for protons and $15 \%$ for alphas. The error bars infigs. 10 and 11 reflect only the statistical nature of the event counts; uncertainties in the calculated geometry factors andefficiencies are not included but are comparatively small.

Errors in the effective geometry factors are one possible explanation for the systematic lowness of the HIST II/I ratio. Another possibility is that the errors are an artifact of the "box" technique for distinguishing protons from alphas in pre-failure data. Redrawing the boxes somewhat differently, or defining them based on some other pulse height pair (or even on more than two pulse heights) might shed some light on the problem. The
presence of pulse height anomalies, pileup, bit errors and the like complicate the process of defining events protons unrelated to the readout failure and would have to be dealt with, although with less difficulty, in pre-failure data analysis as well.

The overall lowness of the alpha ratio relative to the proton ratio could be explained by a larger effective HIST-I geometry factor for alphas; in this model the matrix detector edges are more sensitive to alphas than to protons on account of the greater energy loss of the former. The effect is more important in the HIST-I mode because the matrix detector periphery is more irregular than in HIST-II.
III.

## ANOMALIES

In range 1 , the PHA1 vs. PHA2 (D1 vs. M2) plot revealed a cluster of events just below the upper part of the alpha particle track, which did not correspond to a known species of particle (Fig. 12). They were interpreted as protons whose M2 pulse height was high by the amount of the M2 detector offset, since the group of events appeared directly above the proton track by this amount, about 33 channels. This hypothesis was supported by plots of D1 vs. M1 and M2 vs. Ml. The abnormal events coincided with the proton track on Di vs. M (Fig. 3), but their track was completely separate from both the proton and alpha tracks on M2 vs. Ml, again displaced from the proton track by 33 channelis aiong the MZ-axis (Fig. 9). They also appear on PHAl vs. PHAZ (M2 vs. Ml) plots in range 0 (Fig. 2). The erior in the MZ pulse height is thought to be due to the II2 ADC retriggering. The abnormal events appeared in the solar flare data, but not in quiet-time data (Figs 13 , 14 , 15, 8), suggesting that the occurrence of bad M2 pulse heights is also a ratedependent effect. By drawing a separate fox around the bad events in range 1 (Fig. 12) and counting the number of events falling in the box each day, it was found that the occurrence of these events is correlated with the average low-z range 1 rate for the corresponding day (Fig. 16). The reason for the apparent rate-dependence is not known. The uncertainties in the figure are actually higher than the purely statistical uncertainties indicated, especiallyat the low end of the rate scale, since the box also includes some below-track alphaparticles. It can be seen from the figure that ever at the highest daily rates measured, the bad-M2 protons amount to less than $5 \%$ of all protons in range 1 , and the fraction drops to less than $0.1 \%$ at quiet periods. So overall, the exclusion of these events in range 1 would have a relatively small effect on the accuracy of proton numbers, but they can still be grouped with the normal protons anyway because their bins are distinct from those of alpha particles. If protons and alphas were defined by boxes on a D1 vs. M2 plot, the region of the plot where the bad events occur would have to be excluded from the alpha particle box, since the much higher abundance of protons over alphas ensures that even the bad protons may be comparable in number to alphas during flare periods. This exclusion would result in further loss of below-track alphas from the alpha box, but the problem can reavoided by definin: the bo:.es in the D1-M1 plane, where tt.t anomaiy uoss not appear. Since the anomalous events rppear in the same pipace as normal protons on this plot, this enstires tinatall of the anomalous protons are treated as protons, and the only below-track alphas that are lost are those which fall on the main proton track. In range 0 , the bad-m2 events cannot be distinguished from below-track alphas with only
the two pulse heights, so they must be grouped with the normal protons, resulting in additional loss of below-track alphas in this range. In both ranges the bin-group choices in Table I take these anomalous events into account; this is unnecessary in the other ranges since the rí pulse height, when available, is not used in the analysis.

In ranges 3 and 4 , two small clusters of abnormal events were found, slightly displaced $=r o m$ the protcn track on the PHA1 vs. PHA2 plot (Figs. 5 and b, enlarged in Figs. 17 and 18 : Since in both cases thu displacement was along the d3-axis, and by about the same amount, these everts were interpreted as protons whoss D3 pulse heights were high by 8 or 12 channels. The effect is observed only over part of the proton track, when the normal D3 pulse height channel number is in the range 25 - 30. The error in the D3 pulse height is presumed due to some as yet unspecified electronics problem. The displacement of the track is small enough that the abnormal events fall into the same bins as normal protons, and they represent only a small fraction of the total number of protons anyway, so the anomaly has no effect on the accuracy of the proton count in ranges 3 and 4 .

An examination of Figs. 2-6 also reveals several instances of events in clusters resembling the proton track in appearance but displaced along one of the axes by 16,32 or 64 channels, usually downward into the region below the detector threshcla. Examples are range 0 bin 13 (Figi 2), range 1 bins 23 and 41 (Fig. 3) and range 2 bins 14 and 24 (Fig. 4). These are ciearly protons with bit errors in one of the pulse heights. They constitute only a small fraction of the total protons (about 0.2 \%) so their exclusion has a negligible effect on the accuracy of proton counts, but in afew cases they are ambiguous with alphas and comparable in number to the alphas in the same bin. In ali other cases they could be grouped with the normai protons if desired.

In range 2 (Fig. 4) the proton track exhibits a "foldback" effect--a short tracl: adjoining and extending below the main track. Such effects appear winen trajectories for higher-energy particles are possible which miss the iater detectors. As notedin section II, the events used in range 2 were restricted to a smaller projected D3 radius to eliminate this effect, so the reason for its persistence is not fnown possible explanations are a smaller-than-expected active area for D3 or a slight misalignment of the detectors.
IV. EXTENSION TO HIGH-Z NUCLEI

The approach and techniques developed above for separating protons and alphaparticles can clearly be adapted to the problem of separating high-z (z>2) species. This situation is more complicated on account of (1) a larger number of elements to be sefarated, (2) a larger number of useiul bits available fromeach pulse height, and (3) lower elemental arundances resulting in fewer events observed, maliing a statistical analysis of flight data difficult. This section of the report will outline the situation with regard to high-Z separation, without attempting a comprehensive analysis of the problem.

The high-z pulse height chanmel numbers extend all the way to the neighborhood of 4096 , and the typical separation of adjacent element tracks on a PHAl vs. PHA2
plot is about 100 chammels, so the 256- and 512-bits now become important. In fact, these are by far the most important bits and as a first and simplest approsimation, these bits alone were used, although the 16-and 32-bits were introduced later as a refinement. The 1-and $\hat{\text { - }}$ - bits are again useless. One can now set up a system of bins based on the values of the 256- and 512-bits from each pulse height returned, analogous to the system established in section II for the 16- and 32-bits. One can again prepare pHA1 vs. pHA2 plots for ranges o through 4 (Figs. 10, 20, 21, 22, 23), partitioned according to the bin digits of the respective detectors.

These plots cover the entire time period before the instrument íailure, including ail cata meeting the $16 \times$ 16 matrix detector criterion; no other coincidence requirements have been imposed. It can be seen that in
 appeared in statistically significant numbers, while in range 4 only $C$ and 0 did. In view of the number of elements to be serarated and the often inadequate statistics of the flight data, this entire peoblem was approached by means of a Monte carlocomputai simulation; the results could $\tau h i n$ be comparcd with a:alysis uf flight data where statistiss permit.

The computer program, written ir fortrak, allowed a selected number of particles, distributed according to some chosen energy spectrum and set of relative abundances, to be incident on the HIST detector stack. The incidence angle was made to be a random variable distributed according to the actual angular distribution of the instrument. From the incicent energy and angle of the particle, the wnown detector thicknesses and the range-energy relation, the particle's residual range before each detector could be determined; this in turn allowed calculation of the particle's residual energy before each detector and thus the energy loss in each. The energy losses here adjusted by a Gaussian random variable to represent detector thicliness variation and Landau fluctuations. They were then converted to channel numbers using the energy calibration formula for the appropriate detector. The particle's "bin", as defined by the 256- and 512-bits of its pulse heights, was determined. For any given range, the program counted the number of particles of each species that iell into each bin, thus simulating the type of analysis done in section II on real data. In each bin, all isotopes of a given element were collected together, As before, the bins which were relatively "pure" in a given element could be grouped together, in order to calculate what fraction of the element could be resolved to within some minimum purity level, and over what energy intervals in each range this is possible.

The program was run using a power law energy spectrum with spectral index of - 3 (-2 in range 4 ), and relative isotopic abundances for each element obtained £rom Cameron (fef. 3). Relative elemental abundances used were also those given by Cameron, but modified dy a Z-dependent "enhancemert factor" deduced from the analysis of data from four earlier flares studied by cook et al. (Ref. 4).

Tables III through VII summarize the results of the simulation for ranges o through 4. The tables iist for each element its event total cout of 30 , 000 high-z events altogether) and the percertage of the element that could be resolved to a purity of at least $100,90,80,70$ and 60 percent. Also given are composite percentages and event totals for certain groupings of elements high abundance ( $C$ and 0 ), medium abundance (N, Ne, $M g, \mathrm{Si}$ and

Fe) and low abundance (all others); even-Z and odd-Z; and total high-z. In ranges 0 and 1 , the event totals for the elements were zescaled to improve statistics on the less abundant elements without increasing the total number of events to be simulated. Fig. 24 gives the energy intervals over which each even-high-z element could be resolved to a purity of at least $80 \%$.

Attempts were made to improve these results by including some of the 16 - and/or 32-bits in various combinations. Each additional bit used doubles the number of bins involved; the maximum number of bits used at one time is then set by practical ilmitations on the storage requirements and execution time of the simulation program. Within these limitations it was found that the 16- and 32 -bits yielded little or no improvement over the results obtained using only the 256 - and 512-bits, while greatly increasing the complexity of the analysis.

## V. SEPARATION OF ISOTOPES

The FORTRAN program described above was modified for use in attempting to separate the isotopes of a given element: The elements considered were Ne and Mg, because (1) their elemental abundances are relatively high, (2) they each possess at least two isotopes with a relatively high isotopic abundance (about $10 \%$ of the element or greater), arid (3) they were found, by the analysis of section IV, to be relatively well-separated from other elements. On a PHAl vs. PHA2 Flot, the tracks of different isotopes of one element are separated by only about 10 channels, so it now becomes essential to use the 16- and $32-$ bits of the pulse heights. using only the 256- and 512-bits, a "large bin" was selected which was both very pure in the desired element and cortained a large fraction of the events of that element; isotopes of other elements were ignore? from this point or:. The large bin was then brotien cicwn into "smail bins" based on the values of the 16 - and $32-h i t s$. The proorzm counted the number of nuclei of each isotope that féll into each smali bin.

It was found that for the large bins studied in detail, which represented the most favorable situations, it was not possible to get any significant separation of the isotopes to a purity approaching oo \%, However, the ratios between isotopes in individual small bins often differed significantiy from the overall isotope ratio. So although actual event counts for each isotope could not be extracted from the data, it was still possible that the relative abundances of the isotopes could be inferred from the distribution of events among the small bins. When the simulation is repeated with different isotopic abundances, this distribution shifts. If the relative abundance of a particular isotope is increased, small bins rich in this isotope tend to acquire relatively more everts, while bins poor in the isotope tend to acquire relatively fewer. In principle it might therefore be possible, by looking at the event totals in various groupings of small bins, to matie a useful estimate of the overall isotope ratio in a particular data set. The drawback to this approach is that the number of events required, to obtain statistically meaningful event counts in the small bins, is larger than one could expect to obtain over the lifetime of the instrument.

A typical case is shown in Fig. 25in The calculations of section IV showed that "large bin" 22211 in range 3 is essentially pure Ne and contains a major fraction of the Ne in that range. This bin was
subdivided into 16 "small bins" using the 16- and 32-bits from pulse heights D3 and D2 only. The isotopic composition of these bins was calculated using the following overall isotopic compositions:

Species
$\mathrm{Ne}-2 \mathrm{O}$
$\mathrm{Ne}-21$
Ne-22
Composition $\# 1$ is the same as that given by cameron. In Fig. 25, the small bins are ranked by their percentage content of Ne-22 for compositions \#1 and \#2, with typical statistical error bars indicated. Note that while the overall Ne-22 percentage is 10.8 or 20.7 , the percentage in individual bins ranges from near zero to about $50 \%$ By considering the statistical uncertainties present in various groupings of these bins, it was found that about 1100 ke events in bin 22211 would be required to differentiate the two abundance patterns at a two-standard-deviation (95\%) confidence level. Since the results of section IV indicate that about $70 \%$ of all range 3 Ne is in high-purity bins (see Table vi), the total number of range 3 Ne events required is about 1500, assuming that the other high-purity bins separate isotopes as well on the average as this one. If we assume that a comparable fraction of the Ne in other ranges is in high-purity bins (an overly optimistic assumption in view of Tables III-VII) and that these bins all separate the isotopes as well on the average as bin 22211 in range 3 , then about 1500 total Ne events would be required. This can be pushed down to about 600-700 events by using the 16- and $32-b i t s$ of the other available pulse heights, while increasing the number of small bins to as many as 1024 (although only about 240 of these are ever occupied). Use of some of the $2-b i t s$ was attempted but this did not result in any consistent improvement.

The required event numbers above can be put into perspective by noting that the over three months of data preceding the instrument failure yielded only about 30 range 3 lie events meeting the $16 \times 16$ matrix detector condition. During the 1978:266 solar flare, the largest flare observed prior to the failure, about 140 total Ne events were seen, with the original large geometry factor; the equivalent of about one additional ilare of this magnitude was ohserved in the year following the failure. At least five such flares wculd be rceurred ${ }^{2}$ o distinguish compositions \#l and \#2 - not an unieasonable number given a high level of solar activity. However, the difference between these two Ne isotopic compositions is tuo or three times larger than what one could realistically expect to observe naturally (e.g. cameron abundances vs. the solar wind Ne-22 abundance of about $7 \%$. The required event numbers would be at least an order of magnitude higher in the latter case, based on comparing the results of simulations using compositions \#1 and \#3. Several other of the most promising Nerrich large bins in various ranges were also analyaed in this way, as well as a few Mg-rich bins; these aliyyelded results comparable to or worse than those detailed above for one particular large bin. From all of this one can conclude that while useful information can still be extracted about the abundances of low-z and even-high-z elements, as described in earlier sections of this report, the situation with respect to isotope separation is somewhat doubtful.

It should be noted that the Monte-Carlo simulation

```
program used throughout this work is not completely
accurate, due mainly to inaccuracies in the detector
thicknesses and range-energy relation that were used.
However, although the results of the simulation may
differ slightly in detail from actual data, the general
results summarized here are considered valid. The
thic\overline{knesses and range-energy relation used here are}
adequate for demonstration purposes, but if a program
such as this were to be used in the actual analysis of
flight data from the post-failure period, refinements
would be necessary in these areas.
VI. REFERENCES
```

(1) ISEE Experiment Requirements Document, Heavy Isotope Spectrometer Telescope.
(2) Althouse, W. E., Cummings, A. C., Garrard, T. L., Mewaldt, R. A., Stone, E. C., and Vogt, R.E., Geosci. Electronics 16, 204 (1978).
(3) Cameron, A. G. W., Space Sci. Rev. 15, 121 (1970).
(4) Cook, W. R., Stone, E. C., and Vogt, R.E., Ap. J. (Letters)'238, I97 (1980).
(5) Mewaldt, R. N., SRI Interncl Report \#76 (1980).
(6) Mewaldt, R. A., private communication.

```
Table I. Separation of protons and alpha particles in
ranges 0 through 4, based on data from the time period
1978:260:0000 to 1978:271:0540. All events meeting the
MH = 0 condition have been included; no other coincidence
requirements have been imposed.. "purity" is the number
of events of the given species in the bin group divided
by the total number of low-Z events in the bin group.
"Separated fraction" is the number of events of the given
species in the bin group divided by the total number of
events of that species in all bins. Statistical
uncertainties for these figures appear in parentheses.
Rins used are all those which are at least 90% pure in
the given species, and are listed roughly in order of
decreasing population.
```

| Range | $\begin{gathered} \text { Pulse } \\ \text { Heights } \\ \text { Used } \end{gathered}$ | Species | Bins Used | Purity | Separated Fraction |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | M2, M1 | proton | 33,43,23,22 | . $999(.000)$ | . 982 (.001) |
|  |  | alpha | 11,21,42,31, 41 | . $966(.006)$ | . $693(.014)$ |
| 1 | D1, M2, M1 | proton | $\begin{aligned} & 433,133,423,432, \\ & 413,123,132,443, \\ & 422 \end{aligned}$ | . $999(.000)$ | . $996(.000)$ |
|  |  | alpha | $\begin{aligned} & 214,114,344,421 \text {, } \\ & 121,124,314,2131, \\ & 334,144,234,919, \\ & 343,411,313,141, \\ & 333,441,243 \end{aligned}$ | . $974(.005)$ | . 828 (.011) |
| 2 | D2, D1 | protor | 44,14 | .999(.000) | .999(.000) |
|  |  | alpha | 22,12,31,32,42 | . 986 (.006) | . 873 (.015) |
| 3 | D3, D2 | proton | 24,34 | 1:000(.000) | . $999(.000)$ |
|  |  | alpha | 32,11,41, 42 | . 981 (.007) | . $860(.017)$ |
| 4 | D4, D3 | proton | 42, 43, 12, 13 | .998(.001) | $1.000(.000)$ |
|  |  | alpha | 33,14,24, 41,11 | . $972(.012)$ | . $901(.022)$ |

Table II. Usable energy intervals for protons and alpha particle identification in ranges 0 through 4 , based on data from the time period 1978:266:0000 to 1978:271:0540. All events meeting the MH = o condition have been included; no other coincidence requirements have been imposed. purity and separated fraction are as defined in Table $I$, but "all bins" now refers only to those bins comprising the usable energy interval. "Efficiency" is the number of events in the bin group divided by the total number of events of the given species in all bins, i.e. separated fraction divided by purity. Statistical uncertainties for these figures appear in parentheses. Bins are listed roughly in order of decreasing population. Binsin parentheses are of 80 - $90 \%$ purity; ali others are at least $90 \%$ fure. HIST-I energy interval boundaries are given in parentheses where different from HIST-II.


Table III．Percentage of high－z elements that can be separated to various levels of purity in range o，using only the 256－and 512－bits of the pulse height channel numbers．These are results of a Monte Carlo computer calculation．A power－law energy spectrum with spectral inder of -3 was assumed；elemental abundances are those inder of
given by
Cameron（ assumed abundances of the elements；＂scaled events＂is the actual number of events simulated，to improve statistics on the less abundant elements．＂High＂ abundance refers to $C$ and 0 ；＂medium＂is N，Ne．$I l g, S i$ ， and Fe；＂low＂is all others

| 2 | luJ | i S Sox | ç | 7C \％ | EC | TETAL EVENTS | SこALEC 5VEf．T： |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | U．U | CnC | 56．C5ご | Es．çe8 | tE．cegr | 8826．cc 77 | 50？ |
| 7 | J．J | 0.0 | C．t | －． 0 | C．i | 1834．12E4 | ＜4t |
| 8 | 0.1 | 55． 5595 | E5。こちらら | －55．6599 | 5うot595 | 135ヶ4．5484 | c74， |
| 5 | 0.0 | 0.0 | C．C | C． 0 | C．$\%$ | 1.4 LEC | 65 |
| 10 | U．U | 3． $\mathrm{C}^{\text {c }}$ | ＜9．5910 | ＜¢．5c10 |  | 1ヒ4l．E3Et | 2524 |
| 11 | 0.0 | Cal | $\mathrm{C}, \mathrm{C}$ | Cod | $\mathrm{CO}_{0} \mathrm{C}$ | 122．52く® | 60 |
| 12 | 0.0 | O．C | 33.6011 | 3E．EC11 | 三e．tCl1 | 18C3． 7148 | 3575 |
| 13 | 0.0 | C．C | C．t | 0.0 | O．C | 116．454E | E¢5 |
| 14 | 0.0 | CoC | C．${ }^{\text {c }}$ | 1C． 5475 | 27．845C | $110 \bigcirc .27 C 8$ | 2455 |
| 15 | 0.0 | C． 0 | $0 . 亡$ | C．C | C． 6 | 7．1154 | 145 |
| 16 | 0.0 | C．E | Coc | Coo | $\mathrm{O}_{2} \mathrm{C}$ | 20？－3299 | GEV |
| 17 | 0.0 | 0．C | $0 . C$ | $こ . こ$ | こ．C | 1.3221 | 62 |
| 18 | J．0 | $3 . \mathrm{C}$ | $0 . \mathrm{C}$ | C． 0 | こ．し | 22．44：5 | $3 \pm$ c |
| 15 | Co．） | CoC | CoC | 0.0 | Coc | ○○LCEE | とし |
| 20 | U．${ }^{\text {a }}$ | －C | C．C | 0.0 | C．C | 6え．7355 | 456 |
| 22 | $0 \cdot 0$ | C．C | C．C． | C． 0 | O．C | 1．94＜5 | 74 |
| 27 | Uou | CoC | C．C | 0.0 | C．C | ¢．4253 | 210 |
| 25 | J．U | $3 . \mathrm{C}$ | 0.6 | $\therefore 0$ | C．C | 7． 3356 | $1<7$ |
| 26 | 0.0 | C．C | CoC | 0.0 | 0.0 | 595ャつごら1 | 135： |
| 27 | C．O | C．C | C． C | C．C | こ．C | 1.6765 | 70 |
| 20 | U．U | 0.0 | 0．こ | $\therefore . C$ | C．C | $35.5 ミ ミ 4$ | 5 C \％ |
| L．EW | U．U | O．C | C．C | C．C | 0.0 | 554．e229 | 435？ |
| －50 |  | 0.1 | 16．924 | 18.6 ¢ 32 | こ1． 5475 | ç84．47t | 1ご17 |
| HIGH | 0.0 | 2307490 | E¢0¢1E3 | 5su7260 | S9．720心 | 22：20．7461 | 1236t |
| EVEN | 0． 0 | 27．1154 | 49.08 ＜ 8 | ¢E， 6576 | 上2． 2294 | く7ラС玉．Elヒ4 | 二巨7EE |
| J［C | 0.0 | Coc | Coic | O．O | Coc | 2094．2190 | 4216 |
| TOTL | 000 | 25.2227 | 45.6567 | 48.5819 | 4S．ECes | こ¢Scs．sč3 | $3 \operatorname{coc} 2$ |

Table IV. Percentage of high-Z elements that can be separated to various levels of purity in range 1. using only the 256- and 512-bits of the pulse height channel numbers. These are results of a Monte carlo computer calculation. A power-law energy spectrum with spectral index of -3 was assumed; elemental abundances are those given by Cameron (Ref. 3).

| 2 | 100 | 904 | 30 仡 | 70 | 60: | TOTAL EVENTS | SCALED EVEMTS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 06.0 | 99.9079 | 5929059 | 90, 3099 | 95891199 | 8811.2969 | 5018 |
| 7 | 0.0 | 39.7724 | 39.7724 | 19.7724 | 3C.? 724 | 1933.7783 | 2462 |
| 8 | 3. 0 | 76.0.14 | 76.9'14 | 96.1509 | S6. 1509 | 13607.6563 | $67+3$ |
| 9 | 0.0 | 0.0 | 2.0 | . $)_{0} 0$ | 0.0 | 1.4188 | 65 |
| 1.1 | 0.0 | 53, 1431 | 53.1431 | 53.1431 | 53.1431 | 1643.8777 | 2936 |
| 11 | 0.0 | 8.333J | 8.3330 | 8.3330 | 9.3j30 | 122.5708 | -JJ |
| 12 | 0.0 | 42.3644 | 85.33 ¢8 | 83.0950 | 93.2018 | 1805.5251 | 35:2 |
| 13 | J.0 | 0.0 | 0.11 | 7.0381 | 7.0091 | 115.5229 | 585 |
| 14 | $J=0$ | 38.0384 | 57.4512 | 91.9712 | 9105712 | 1110.1711 | 2459 |
| 15 | J. 0 | 0.0 | 0.0 | 0.0 | 0. C | 7. 1148 | 145 |
| 16 | U, 0 | 0.0 | 0.0 | 0.0 | 25.2c79 | 202.4348 | 582 |
| 17 | 0.0 | O 0 | 0.1) | 0.0 | 0.0 | 1.3213 | 62 |
| 13 | 0.0 | 0.0 | 0.0 | O. 0 | 10.7952 | 22.4442 | 339 |
| 19 | 0.3 | 0.0 | 0.0 | O, 0 | 0.0 | 2.2063 | $8 i$ |
| 20 | 0.0 | 2.4450 | 21.3464 | 31.3511 | 39.t281 | 62.7055 | 490 |
| 22 | 0.0) | 4.0340 | 4.3949 | 4.084 J | 4.0840 | 1.8370 | 73 |
| 24 | Do 0 | 00 | 0.0 | $D=0$ | U. 0 | 9.79 .5 | 216 |
| 25 | 0.0 | 0.0 | 0.0 | O. 0 | 0.0 | 7. 3058 | $1+7$ |
| 26 | 0.3 | 18.8327 | 36.3996 | 45.9563 | 46.3825 | 593.0655 | 1852 |
| 27 | Or 0 | 0.0 | O. 0 | Cu 0 | 0.13 | 1.6023 | 7:) |
| 28 | J.J | 0.0 | 5.4780 | 11.3299 | 11.3こ99 | 35.3777 | 530 |
| LJ:d | 0.0 | 1.9378 | 4.3066 | 7. 1354 | 16.9637 | 594.7166 | 4355 |
| $\cdots \mathrm{A}$ | 0.0 | 41.5353 | 57. 2173 | 64,2177 | 65.5577 | 6985.4141 | 13281 |
| HIGH | 0.0 | 85. Só87 | 85.0687 | 97.6282 | 9706232 | 22418.9531 | 12366 |
| EVEN | 0.0 | 76.8553 | 80.93 Co | 91.9813 | 52.5302 | 27906.1680 | 25755 |
| UCO | 0.0 | 35.3193 | 35.3193 | 35.7093 | 3).7093 | 209309019 | 4217 |
| TCTL | 0.0 | 73.5553 | 77.6533 | 88.0527 | 88.5689 | 30000.4180 | 30002 |

Table $V$. Fercentage of high-Z elements that can be separated to various levels of purity in range 2 , using only the 256 - and $512-b i t s$ of the pulse height channel numbers. These are results of a Monte Carlo computer calculation. A power-law energy spectrum with spectral index of $\mathrm{T}^{-3}$ was assumed; elemental abundances are those given by Cameron (Ref. 3).


Table VI. Percentage of high-Z elements that can be separated to various levels of purity in range 3, using only the 256- and 512-bits of the pulse height channel numbers. These are results of a Monte Carlo computer calculation. A power-law energy spectrum with spectral inder of -3 was assumed; elemental abundances are those given by Cameron (Ref. 3).

| Z | $100 \%$ | $90 \%$ | $80 \%$ | 70 \% | 60\% | tctal events |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| 6 | 0.0 | 49.8175 | 49.8175 | 49.8175 | 49.8175 | 87b6 |
| 7 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1831 |
| 8 | 3.9639 | 40.9234 | 40.9234 | 40.9234 | 79.5199 | 13623 |
| 9 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |
| 10 | 34.7273 | 72.7879 | 72.7879 | 72.7879 | \$4.1212 | 1650 |
| 11 | 0.0 | 0.0 | 0.0 | 0.0 | 16.2602 | 123 |
| 12 | 6.6043 | 38.4700 | 83.8155 | 83.8195 | 89.3231 | 1817 |
| 13 | 0.0 | 0.0 | 0.0 | 5.8376 | 6.8376 | 117 |
| 14 | 10.1073 | 33.5420 | 88.9982 | 88.9682 | 88.9982 | 1113 |
| 15 | 28.5714 | 28.5714 | 28.5714 | 28.5714 | 28.5714 | 7 |
| 16 | 32.8431 | 56.3725 | 56.3725 | 56.3725 | 57.3529 | 204 |
| 17 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1 |
| 18 | 60.8696 | 60.8696 | 60.8656 | 60.8696 | 60.8696 | 23 |
| 19 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 2 |
| 20 | 79.3651 | 79.3t51 | 79.3651 | 79.3651 | 85.7143 | 63 |
| 22 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 2 |
| 24 | 20.0000 | 20.0000 | 20.0000 | 20.0000 | 20.0000 | 10 |
| 25 | 14.2857 | $1+.2857$ | $1+.2857$ | $1+.2857$ | 1+.2857 | \% |
| 26 | 42.7607 | 76.5593 | 87.5421 | 88.5522 | 88.5522 | 594 |
| 27 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 2 |
| 28 | 42.8571 | 42.8571 | 42.8571 | 42.8571 | 48.5714 | 35 |


| LCN | 25.2931 | 33.3333 | 33.3333 | 34.6734 | 39.3635 | 597 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| MED | 15.1213 | 38.9444 | 60.4707 | 60.5563 | 57.0043 | 7010 |
| HIGH | 2.4119 | 44.4057 | 44.4057 | 44.4057 | 67.8905 | 22339 |
|  |  |  |  |  |  |  |
| EVEN | 0.2641 | 46.1136 | 51.5212 | 51.5427 | 72.0337 | 27905 |
| CCD | 0.1435 | 0.1435 | 0.1435 | 0.5261 | 1.4825 | 2091 |

Table VII. Percentage of high-z elements that can be separated to various levels of purity in range 4 , using only the $256-$ and $512-b i t s$ of the pulse height channel numbers. These are results of a Monte carlocomputer calculation. A power-1aw energy spectrum with spectral index of -2 was assumed; elemental abundances are those given by Cameron (Ref. 3).



Figure 1. HIST event data format. Rows of bits within
brackets (\#l, $2, ~ 5, ~ 6$ ) are presently lost. See Ref.
for more information.


Figure 2. M2 vs. M1 (PHA1 vs. PHA2) plot of range 0 low-Z data from the time period 1978:266:0000 to
$1978: 271: 0540$. All eventswith MH (multiple hodo) bit equal to zero are included. Note boxes surrounding element tracks and "bin" digits denoting values of the 16-and 32-channel pulse height bits. Also note anomalous protons with bad M2 pulse heights (bins 13, 23).


Figure ${ }^{3}$. Di vs. Mí(FHA1 vs. PHA3) plot cfrange 1
low-Z data from th: time period 1978:266:0000 to
1978:271:0540, including events with l.H = 0 0:.13. Lo! Ler
track consists of both no:mil protons and anomainous proton events with bad M2 pulse heights. Mnteclusters of protons with pulse height bit errors (bins 41, 23).


Figure 4. D2 vs D1 (PHA1 vs. PHA2) plot of range 2 10w-Z data from the time period 1978:266:0000 to
1978:271:0540, including events with MH = o only. Note cluster of protons with pulse height bit error (bin 24). Note also the "foldback" of protons below the main track.


Figure 5. D3 vs. D2 (PHA1 vs. PHA2) plot of range 3 low-Z data from the time period 1978:266:0000 to 1978:271:0540, including events with MH = o only. Note anomalous proton events near main track.


Figure ${ }^{6}$ D 4 vs D3 (PHA1 vs. PHA2) plot of range 4 low-Z data from the time period 1978:266:0000 to 1978:271:0540, including events with MH = o only. Note anomalous proton events near main track.


Figure 7. M2 vs. M1 (PHA1 vs. PHA2) plot of range 0 low-z data from the time period 1978: 267-271, with MH bit unspecified. Note protons with bad M2 pulse heights (bins $13,2 \dot{3}$ ) and ${ }^{2} \mathrm{pileup}$ events above main proton track.


Figure 8. M2 vs. M1 (PHA1 vs. PHA2) plot of range 0 low-Z data from the time period 1978:226-265, with MH bit unspecified. "pileup" and bad-m2 protons are absent.


Figure 9. M2 vs. M1 (PHA2 vs. PHA3) plot of range 1
low-Z data from the time period 1978: 267-271, with MH bit unspecified. Note anomalous proton events with bad M2 pulse heights (bins 13,23 ) and "pileup" events above main proton track.


Figure 10 Energy spectra averaged over the time period 1978:266:0000 to 1978:271:0540 (solar flare) for both protons and alpha particles; calculated using both the original large geometry factor and nominal resolution (HIST-I) and using the reduced geometry factor, reduced efficiencies and truncated energy intervals present in the degraded (HIST-II) mode.


Figure 11. Ratio of the HIST-II flux to HIST-I flux averaged over the time period $9978: 266: 0000$ to
$1978: 271: 0540$, for each range for both protons and alpha particles.


Figure 12 D 12 vs M2 (PHA1 vs PHA2) plot of range 1 bad-M2 proton cluster displaced about 33 channels above main proton track.

 protons are absent.


Figure 14 . Di vs M1 (PHA1 vs. PHA3) plot of range 1 low-Z data from the time period 1978:226-265.


Figure 15. M2 vs. M1 (PHA2 vs. PHA3) plot of range 1 low-Z data from the time period 1978:226-265. Lower track consists of normal protons only.

|  |  |  |  | － | －－ | － |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | － |  | －1． | $\cdots$ |  | $+$ |  |  | ＋1 |  |  |  |  |  |  |  |  |  | ＋ |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | ＋ |  |  |  |  |  |  | $+$ |  |  | ＋ | 1 |  |  | H |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | ＋ |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  | ， | ＋1． |  |  |  |
| $\underline{\square}$ | 3 | $1-$ | $=$ | $\square$ | B | － |  | 1 |  | $\underline{ }$ | $\pm$ | － | 17 | $\pm$ | \％ | 3 | $三$ | 7 | ＝ | $\square$ | 三 | 三 |  | 三－ | $\underline{=}$ | 5 |  | － |
| $\square$ | － |  |  | $\square$ | \％ |  |  |  |  |  | $\square$ | － | 1－7 | － | $\square$ | \％ |  |  |  | $\pm$ | I | 二 |  |  |  |  |  |  |
|  |  | $=$ |  |  |  | $\cdots$ | － | I | － | －！ | 1 |  | － |  | T： |  | $\square$ | ＝ | － | －1 |  |  |  | $\square$ |  |  |  |  |
|  | $\cdots$ |  | $\cdots$ | － |  | $\square$ |  |  |  | － |  |  | $\pm$ |  | － |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\square$ |  | $\cdots$ | $\square$ | － | － | － |  |  |  | T＋1 |  | ＝ | $\square$ | － | $\cdots$ | ？ |  |  |  | 1 |  | T1 |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  | －－ |  |  |  | － | $\rightarrow$ | 1 |  |  | －－1 |  |  |  |  |  |  |
| $\underline{=}$ | $\underline{\square}$ | $=$ | － | $=$ | \％ | ： | $\underline{1}$ | － |  | $\square$ | Fiz | $\square$ | $1=$ | $\pm$ | E | 3 | $=$ | $\square$ | 2 | $\ni$ | $\pm \underline{1}$ | 5 |  | F | O | 0 | － | $\pm 3$ |
|  |  |  |  | $\cdots$ |  | $=$ | F | \＃ |  |  | $\underline{\square}$ | 1－7 |  | － | － | － | － | － |  |  |  | － |  | 1 |  |  |  |  |
| －-1 | － | － | ． | －－ | － | 二 |  | 7 |  | ＋ |  | $\square$ | $=$ | $\pm$ | －- | － |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\cdots$ |  |  | － | $\cdots$ |  | $\square$ | $\square$ |  |  | － |  | ＋ |  | － |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  | － |  |  |  | － |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | － | $\because$ |  |  |  |
|  | $\cdots$ |  |  |  |  |  | － | ＋ | ＋ | ＋1， | T |  |  |  | － |  |  | － |  |  | L | $\underline{+}$ |  |  | －－ |  |  |  |
|  |  |  |  |  | $\cdots$ | － | ＋ |  |  | 1 |  |  |  | 1 |  |  | ＋ |  |  | $\underline{1}$ | 1 |  |  |  | $\square$ |  |  |  |
|  |  | 二 |  | 1 |  | $\cdots$ | － |  |  | $11$ | H1 | Ti！ |  |  | T 1 |  | $I$ |  |  | 1 |  | \＃ |  |  |  |  |  |  |
|  |  |  | $\cdots$ | $\cdots$ | － |  | 1 | － |  | －1 | H |  | － | ＋1 |  |  |  |  |  |  | ， | T |  | ！ | $\square$ |  |  |  |
| $\cdots$ | $\square$ | $\cdots$ | ．．． | － |  |  | $\square$ | － |  |  | $\pm$ | $\underline{-1}$ | － | － | － | ． |  | － |  |  |  | － |  |  |  |  |  |  |
|  | ＋．．． | $\cdots$ |  | $\cdots$ | － | $\ldots$ | $-$ | － |  |  | $\square$ | $\square$ | － | － | －－ | －－ | － | － | － | ＋ | － | $\rightarrow$ | $\cdots$ | － |  |  |  |  |
| －－－－－－ | －－－ | $\cdots$ | ．．． | － | $\cdots$ | － | － | － |  | ＋ | － | － | $\cdots$ | － | － | $\ldots$ | － |  |  | $1+$ | －－ | － | － | － | $\cdots$ |  | － |  |
| －－－ | － | $\cdots$ | －－ | $\cdots$ | －． | － | － |  |  | ＋1 | ， 1 | T | － | Y | －－ |  | $\square$ |  | ＋ | ＋1 | ＋－7 | $\cdots$ | － | － |  |  |  |  |
| E＝ | $5 \leq$ | $\because$ |  | $\cdots$ | $\cdots$ |  | $\pm$ | － |  | $\vdots$ | $\underline{\square}$ |  | － | 5 | $\pm$ | T | $=$ |  | 5 | $\pm$ | $\cdots$ | $=$ |  | $\pm=$ |  | $-$ |  |  |
|  |  |  |  | － |  |  | T | － |  | － | $\underline{\square}$ |  | $\cdots$ | $\leq$ |  |  |  |  |  | $\square$ |  |  |  |  |  |  |  |  |
|  |  |  |  |  | z |  | $\square$ |  |  |  |  |  |  |  | $\pm$ |  |  |  | $\square$ | $\pm 1$ | $\square$ | $\square$ | ， | － | － |  |  |  |
| $\square-1$ | $\therefore \cdots$ |  |  | $\cdots$ | － |  | 7 |  |  |  | F＋1 |  | $\square$ | － | － |  |  |  |  | ＋ | － |  |  | － | － |  |  |  |
|  |  |  |  |  | $\cdots$ |  | 7 |  |  |  |  | I－ | $\cdots$ |  |  |  |  |  | 7 | $1+1$ | ＋1－1 | －－1 |  |  |  |  |  |  |
| E：－ | ： | E |  |  |  |  | 3 | $\pm$ |  | $\pm$ | $\square$ | $\because=$ | － | 15 | E |  | $\pm$ |  | T | $\underline{\square}=$ | Ein | $\cdots$ |  | 1 |  |  | － |  |
| － | $\cdots$ | － |  |  |  |  |  |  |  | $\underline{\square}$ | $\underline{-}$ |  |  | － |  |  |  |  |  | $\square$ |  |  |  |  |  |  |  |  |
| $\square$ | \％ | － |  | －$=$ | $\cdots$ | \％ | 三 | － |  | $\pm 5$ | $\square$ | ＝ | 1 | $\cdots$ | 三 | ： |  | ＋ |  | －1． | $\square$ | － | $=$ | $\underline{\square}$ | $\bar{\square}$ | － |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | F－ |  | －－．．． | － |  |  |  |  |  | － | IT | － |  | $\cdots$ | ， |  |  |  | 11 | Ti－1 |  | －： | $+$ |  |  |  |  |
|  |  | －－1 |  |  |  |  | － |  |  |  |  |  | － |  |  | 1 |  |  |  | $\underline{+1}$ | i， |  |  |  | － |  |  |  |
|  |  |  |  |  |  |  |  | ＋ |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |
| $\square$ |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  | i |  |  |  |  |
|  |  |  |  |  |  |  | $i$ |  |  |  |  | 1 |  | ＋i |  | $4$ | $\#$ |  |  | T1 |  |  |  |  |  |  |  |  |
|  |  | － |  | －－－ | $\cdots$ | $\square$ | － |  |  |  | － | － |  |  | － | $\square$ |  |  |  |  |  |  | － |  |  |  |  |  |
|  | － |  |  | $\cdots$ | － | $\ldots$ | － | － |  | ， | － | － | － | － | － | $\cdots$ |  |  |  |  | ＋ |  | － |  |  |  |  |  |
|  |  | $\square$ |  |  |  |  | －－ |  |  |  |  |  |  | － |  |  |  |  |  | － | $+$ |  | T |  |  |  |  |  |
|  |  |  |  |  |  |  | － | 1 |  |  |  |  |  |  | ＋+ | $\cdots$ | $+$ |  |  | 11 | i |  |  |  |  |  | － |  |
| 1 |  |  |  |  |  |  |  |  |  | － | $\square$ | $\ldots$ | F | $\equiv$ |  |  | E |  |  | $\square$ | $\underline{\square}$ | － |  | $\underline{\square}$ |  |  |  |  |
|  |  |  |  |  |  |  | 4 | － |  | $\square$ |  |  |  | $\square$ | $\cdots$ | － | $\underline{-}$ |  |  |  | $\cdots$ | － |  | － | E－ | 1 |  |  |
|  |  |  |  |  |  |  | － |  |  | $\underline{\square}$ | $\cdots$ |  |  | $\pm$ | － | － |  | 1 |  | － |  | $\cdots$ | $\square$ |  | $\underline{ }$ |  |  |  |
|  |  |  |  | $=$ |  |  |  |  |  | $=1$ |  |  | － | $\underline{\square}$ | $\square$ | $\because$ | 7 |  |  |  | 1 | $\ldots$ | ．．． |  | － |  |  |  |
| － |  |  |  |  | 1 |  |  |  |  |  | $\underline{\square}$ |  |  | $\square$ |  | － | － |  |  | 1＋1 | 4 |  |  |  | － |  |  |  |
|  |  |  |  |  |  |  |  |  |  | 5 | 1 |  |  | F\％ | O： | $\because$ |  |  |  | 1 | 15 | O |  | F | － |  |  |  |
|  |  |  |  |  |  |  |  |  |  | $\underline{\square}$ | $1=$ |  |  |  | － |  |  |  |  |  | $\pm$ | $0=$ |  |  | － |  |  |  |
|  |  |  |  |  |  |  | 5 |  |  | $\square$ | 15 |  | $1=1$ | $\pm$ | 三 |  |  |  |  | $\square 1$ | $1 \pm$ |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | － |  |  |  | $\neq$ |  |  |  |  |  |  |  |  |  |
| $\square$ |  |  |  |  |  |  |  |  |  |  |  |  |  | － | $\square$ | $\square$ | 17 | 1 | － | ＋ | $\square$ | 3 |  |  |  | － |  |  |
|  |  |  |  |  |  |  |  |  |  | $\underline{1}$ | $+$ |  | － |  | $\cdots$ | － |  | 1 | 7 | 7 | 1 |  |  |  |  |  | － |  |
|  |  |  |  | － |  |  | $i$ |  |  | － | T |  |  | T： |  | 1 |  |  |  |  | ＋ |  |  | $\pm$ | $\square$ | － | I |  |
|  |  |  |  | － |  |  | I | ＋ |  |  |  | T | － | 1 |  | 4 |  | I |  | O |  | TH | $1$ |  |  | － | 1 | $\square$ |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 17 |  | T1 |  |  | 1 |  |  |  |
|  |  |  |  |  |  |  |  |  |  | $0{ }^{1}$ |  |  |  |  |  |  |  |  |  | $0^{2}$ |  |  |  |  |  |  |  | 10 |

LOW－Z RANGE 1 RATE（ $S E C^{-1}$ ）

Figure 16. Number of range 1 protons with bad M2 pulse heights，as a fraction of the total number of range 1 protons，vs．low－z range 1 rate．Each point plotted represents a one－day average．


Figure 17. D3 vs D2 (PHA1 vs. PHA2) plot of range 3 proton data from the time period 1978:267-271. Note spurious proton events near main track.

 spurious proton events near main track.


Figure 19. M2 vs. M1 (PHA1 vs. PHA2) plot of range 0
high-Z data from the time period 1978:226-334. Note "bin" digits denoting values of the 256-and 512-channel pulse height bits.


Figure 20. Di vs. M2 (PHA1 vs. PHA2) plot of range 1 high-z data from the time period 1978:226-334.




Figure 22 D 3 vs. D2 (PHA1 vs. PHA2) plot of range 3
high-z data from tha time period 1978: 226.334 .

 high-Z data fror. tine time period 1978.226-334.



Figure 25. Isotopic composition of 16 "small bins" contained in range 3 "large bin" 22211 , for two different overall Ne isotopic composition schemes.

